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PROBLEM FORMULATION AND CONTRIBUTION

• Goal To generate high-quality textual descriptions for images by developing a
lightweight, computationally efficient method that effectively bridges the
‘modality gap’ (the misalignment between visual and textual representations)
found in pre-trained Large Multimodal Models (LMMs).

• Problem Settings: Pre-trained LMMs like CLIP suffer from a modality gap,
where visual and text embeddings are not perfectly aligned in the common
embedding space.
• This misalignment harms the performance of retrieval-based methods for tasks like image

captioning.
• Existing solutions such as full fine-tuning or end-to-end training, are computationally

expensive, impractical, and require extensive domain-specific data.
Contributions:

• mRAG-gim, a lightweight, training-free approach that uses
Retrieval-Augmented Generation (RAG) and a simple linear mapping to bridge
the modality gap.

• A novel iterative technique (Algorithm 2) that uses synthetic descriptions
generated by an LLM to augment the training data and progressively optimize
the linear mapping.

• Demonstration that the linear mapping retains semantic meaning by evaluating
it with a user-behavior-driven metric (nDCG) alongside standard captioning
metrics.

METHODOLOGY

The mRAG-gim approach is divided into two main stages, with an optional refinement
loop.
Stage I: Aligning Visual & Textual Space (Mapping)
• Objective: To create a training-free mapping LM that projects the visual

embedding space onto the textual embedding space.
1 Use a pre-trained CLIP model to extract image embeddings (vi) and text embeddings (ei)

from the training dataset Strain.
2 Compute the linear mapping LM using Ordinary Least Squares (OLS) by finding a

closed-form solution that minimizes the objective:

min
LM

∑
i∈Strain

||LMvi − ei||2

Stage II: Retrieval-Augmented Generation (Inference)
• Objective: To generate a new textual description for a given input image X.

1 Embed the input image using the image encoder: v = ΦIE(X).
2 Apply the mapping to project the image embedding into the text space: LMv.
3 Use this mapped embedding LMv to retrieve the Top-k most similar textual descriptions

D = {d1, d2, ..., dk} from a vector database (using cosine similarity).
4 Feed these retrieved descriptions D as a context prompt, along with an instruction (e.g.,

“Show similar images: The image describes:”), into an instruction-tuned LLM (FLAN-T5) to
generate the final description.

Continuous Refinement (Algorithm 2): This is an iterative process to further
improve the mapping LM .

1 Generate: Use the current mRAG-gim model to generate synthetic
descriptions for the training set.

2 Filter: Evaluate the synthetic descriptions against reference captions using a
quality metric (e.g., CIDEr-D) and discard any that fall below a computed
average score.

3 Augment: Add the high-quality synthetic descriptions to the training set Strain

and the vector database.
4 Retrain: Re-compute the linear mapping LM on the newly augmented dataset.

This loop is repeated until performance on a validation set plateaus.
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Figure 1:Our method (mRAG-gim) generates textual descriptions using MSCOCO validation images, em-
ploying our computed mapping derived from the MSCOCO training set.

• Extreme Efficiency: The linear mapping (with 1M parameters) trains in 8-10
seconds on a CPU. This is orders of magnitude faster than the SmallCap
baseline, which requires 13 hours on an L4 GPU.

• Competitive Performance: mRAG-gim achieves performance close to the
SOTA lightweight SmallCap method on the SPICE metric.

• Refinement Boost: The continuous refinement (Alg. 2) significantly improves
out-of-domain generalization, achieving a CIDEr-D score of 60.2 on the
Flickr30k ablation, surpassing SmallCap (52.2).

• Metric Mismatch: The study confirms that unsupervised metrics like
CLIP-score correlate poorly with supervised, reference-based metrics (like
CIDEr-D), suggesting they can be misleading.

• Recency Bias: Altering the order of retrieved descriptions in the prompt (e.g.,
similar-to-dissimilar vs. dissimilar-to-similar) impacts LLM output, confirming
the presence of recency bias.CONCLUSIONS

mRAG-gim is a RAG-based approach that successfully generates high-quality visual de-
scriptions by using a simple, training-free OLS linear mapping to bridge the LMM modality
gap. By retrieving captions to use as context prompts for an LLM, the method achieves
competitive performance against more complex lightweight methods.
The proposed continuous refinement process iteratively enhances the mapping using high-
quality synthetic captions. Most importantly, the approach is exceptionally computation-
ally efficient, enabling the use of smaller LLMs (like FLAN-T5) and democratizing high-
performance image captioning for users with limited computational resources.
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